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Abstract—During the past decade, artificial intelligence 

technologies, especially Computer Vision (CV) technologies, 

have experienced significant breakthroughs due to the 

development of deep learning models, particularly 

Convolutional Neural Networks (CNNs). These networks 

have been utilized in various research applications, including 

astronomy, marine sciences, security, medicine, and 

pathology. In this paper, we build a framework utilizing 

CV technology to support decision-makers during the Hajj 

season. We collect and process real-time/instant images from 

multiple aircraft/drones, which follow the pilgrims while they 

move around the holy sites during Hajj. These images, 

taken by multiple drones, are processed in two stages. First, 

we purify the images collected from multiple drones and 

stitch them, producing one image that captures the whole 

holy site. Second, the stitched image is processed using a 

CNN to provide two pieces of information: (1) the number of 

buses and ambulances; and (2) the estimated count of 

pilgrims. This information could help decision-makers 

identify needs for further support during Hajj, such as 

logistics services, security personnel, and/or ambulances.    

 

Keywords—unmanned aerial vehicles, deep networks, instant 

crowd counting, vehicle detection, image stitching, Hajj 

 

I. INTRODUCTION 

Hajj is a ritual practice for millions of Muslims, who 

travel to a specific location (located in Mecca, Saudi 

Arabia) at a specific time during the lunar year. Every 

Muslim must perform Hajj once in his or her lifetime as 

part of their religion. Each year, Saudi Arabia welcomes 

around 1 to 2 million foreign pilgrims. For example, 

in 2018 (right before COVID-19) Saudi Arabia received 

1,758,722 individuals [1]. The total number of pilgrims 

can reach 2.5 million, including local pilgrims. 

During the Hajj season, all pilgrims move from one holy 

site to another at an exact time. It is a challenge for the 

Saudi government to facilitate this process for pilgrims. 

Moreover, the holy sites are small (e.g., Muzdalifah = 20 

square km [2]), so they have difficulty accommodating 

such a large number of pilgrims. In addition, cars, buses, 

and ambulances occupy holy sites, increasing the 

difficulty 
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During the past years, some incidents have caused the 

death of innocent individuals. For example, 717 pilgrims 

died during a heart-breaking stampede that occurred in 

2015, according to the Saudi Press Agency [3].  Some 

of these incidents happen due to the pilgrims’ ignorance 

or their disobedience to the government’s rules, 

procedures, and schedules, which are carefully designed to 

protect the pilgrims’ safety. 

The government of Saudi Arabia is taking this matter 

seriously. However, there are some breaches that require 

real-time monitoring and observation so that officials and 

decision-makers can intervene and act accordingly before 

a disaster occurs or accelerates. With the rapid evolution 

of technology, computer vision models have significantly 

contributed to monitoring and observation applications. 

The robust and widely used CNNs are able to provide 

detailed information about holy sites in real time. Such 

instant information supports decision-making processes by 

providing facts on the ground rather than reports or 

speculation. 

Our framework has two main stages. First, it takes real-

time images from multiple drones covering the holy sites. 

Due to the challenge of photographing an entire holy site 

with a single drone, we first stitch the collected images, 

generating one single image covering the entire holy sites. 

The stitching stage helps to reduce the redundancy in the 

information provided in the second stage. Next, we 

perform object detection and crowd counting using CNNs. 

As a result, our framework produces instant information 

(i.e., the number of buses and pilgrims occupying the holy 

sites). 

This paper is organized as follows. We present selected 

recent work related to image stitching, object detection, 

and counting in Section II. In Section III, we describe the 

methodology of our proposed framework, followed by a 

presentation of our results in Section IV. In Section V, we 

discuss the experimental setup and the steps of the 

proposed approach. Section VI concludes the report and 

presents some future work directions. 
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II.  RELATED WORK 

Existing solutions have focused on monitoring and 

managing crowds during Hajj. They represent a systematic 

alternative to the current manual crowd monitoring and 

management approach. 

A. Crowd Monitoring and Management during Hajj 

Baqui et al. [4] proposed a framework that processes 

real-time videos captured from surveillance cameras. The 

videos are processed using pedestrian velocity extraction 

by incorporating cross-correlation between different 

image frames. As a result, high-density pedestrian traffic 

is highlighted. Another framework was suggested by 

Felemban et. al. [5] to speed up the transmission of 

information from videos captured by drones during Hajj. 

The framework prioritizes the selection of critical image 

data. Moreover, Nasser et al. [6] proposed a framework 

that monitors crowds on the paths and roads leading to 

holy sites. Their framework analyzes the data collected 

from Information and Communication Technology (ICT) 

sensors such as e-bracelets, smartphones, and Radio-

Frequency IDentification (RFID) information. Next, it 

suggests the optimal schedule, i.e., with a shorter arrival 

time accommodating larger number of pilgrims. The data 

are collected from multiple sensor sources, suggesting the 

importance of Internet of Things (IoT) technology in 

today’s technical applications [7, 8]. 

To the best of our knowledge, there is no instant crowd 

monitoring solution for the Hajj season based on drone 

images processed using a deep learning model. 

Nevertheless, studies have made remarkable and 

significant contributions in terms of deep models for 

solving object detection and crowd-counting problems. 

B. Object Detection and Counting 

Many methods and techniques have been proposed 

for the task of car detection. For example, hand-crafted 

features have been proposed to solve the object counting 

problem. Moranduzzo and Melgani [9, 10] proposed a 

Scale-Invariant Feature Transform (SIFT) and Support 

Victor Machine (SVM) to detect and classify objects. 

Then, the same SIFT points that belong to the same car 

are merged. Shao et al. [11] proposed a sliding window 

search, with filtering operations per- formed to extract 

HOG features. Similar vehicles are detected by 

measuring the similarity between detected objects. Xu et 

al. [12] proposed using Viola-Jones and Histogram of 

Gradient (HOG) with SVM and a detector switching 

strategy to improve both speed and detection efficiency. 

Recently, deep learning networks have outperformed 

hand-crafted features in many ways. One author of [13] 

applied a sliding window approach and CNNs on multiple 

scales to detect cars in the image. Due to the 

computation cost of the sliding window approach, a 

region proposal network was proposed with 

segmentation to detect vehicles in images [14, 15]. 

Hsieh et al. [16] introduced an RGB dataset for car 

counting. Another large-scale dataset was proposed by 

Zhu et al. [17] for object counting and object detection 

with RGB and thermal infrared (RGBT) images. 

Zhu et al. [18] collected the largest UAV dataset on 

multi-task applications. 

C. Crowd Counting 

The crowd counting problem can be divided into two 

solution groups — the traditional solution, which is 

handcrafted, and CNN-based solutions. Since deep 

learning is outperforming traditional hand-crafted feature 

extraction, we focus on the CNN-based algorithms. 

Many methods have been proposed to solve the problem 

of crowd counting based on counting the number of 

heads [19−21]. However, these methods are complicated 

and cannot be applied to real-life scenarios. Further, 

background noise is often added to the crowd count [22]. 

A different approach is to generate a density map of 

the crowd and treat it as a regression problem to get the 

estimated crowd count. contextual pyramid CNN (CP- 

CNN) [23] was proposed to solve the problems of 

underestimation and overestimation in crowd counting by 

leveraging the context at different levels. This work fits 

with our objective by generating a density map and 

accurately estimating the counts from different elevations. 

Our research adopts these methods and approaches to fit 

the Hajj context. Specifically, the aim is to cover the large 

area of Hajj holy sites using state-of-the-art methods and 

techniques, including drones, crowd density maps, and 

object counting. 

III.  METHODOLOGY 

This project aims to capture high-level information 

during Hajj, including the distribution of pilgrims and Hajj 

vehicles. This project is designed in two main stages: 
(1) image collection and stitching (pre-processing) and 
(2) extraction of high-level knowledge. 

A. Stage 1: Image Collection and Stitching 

We operate multiple drones (e.g., four drones) which 

follow pilgrims around the holy sites during Hajj. A single 

drone could be used for this purpose. However, capturing 

detailed information, such as identifying small objects 

(cars & Hajj officers) requires a high-resolution image, 

which might be challenging to acquire with a single drone. 

The collection of information from multiple drones 

requires some image preparation and pre-processing. In 

this stage, we stitch the collected images producing a 

single high-resolution image for the entire holy site. This 

stitched high-resolution image is then input to the second 

stage, where we extract high-level information about the 

holy sites and pilgrims. 

To the best of our knowledge, the available image- 

stitching approaches in the literature are not capable of 

stitching more than two images. Therefore, we designed 

an approach that stitches multiple images from multiple 

drones. An overview of the proposed stitching approach is 

shown in Fig. 1. 
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Figure 1. An overview of the proposed stitching pipeline. 

Let us say that we have four drones, each of which 

captures an angle of the holy site (Fig. 2). We then con- 

duct an “anti-clockwise” iteration, where, for example, 

the image captured by Drone 1 is stitched with the image 

from Drone 3 (as presented in Fig. 3). For each stitching 

iteration, we set one drone as the source image (Simg) and 

the other image is the target image (Timg). Table I shows 

details of these iterations. 

 

 

Figure 2. The distribution of the drones around the holy site. 

TABLE I. IMAGE-STITCHING ITERATIONS FOR THE SOURCE IMAGE (SIMG) 

AND THE TARGET IMAGE (TIMG) 

Iteration Simg  Timg 

A Drone 1 Drone 3 

B Drone 3 Drone 4 

C Drone 4 Drone 2 

d Drone 2 Drone 1 

 

In this stage, we aim to overlay the overlapping portions 

of the neighboring drones. To do so, we crop multiple 

slices of the Simg from the side of the Timg. 

For example, to stitch images from Drone 3 and Drone 

4 (iteration B in Table I), we crop multiple slices from the 

east edge of the image from Drone 3 in order to find the 

best stitching overlap with the image from the image from 

Drone 4 (Fig. 4). The first slice is the left 5% of the width 

of the image from Drone 3, whereas the other slices are 

10%, 15%, and 20% from the same east edge. 

a) Sliding window: After cropping each slice, we apply 

the sliding window in the Timg and check the similarity 

between the slices from the Simg and Timg, allowing us 

properly stitch those two images. A total of 16 “similarity 

matching” comparisons are applied, if we set the number 

of slices = 4, and the number of sliding window steps = 4. 

 

 

Figure 3. The “anti-clockwise” iterations for stitching the drone images. 

 

Figure 4. Cropping slices from the Simg image. 

1) Similarity matching 

To Match two slices from the Simg and Timg images, 

we utilize the pre-trained Resnet18 [24]. with 

ImageNet [25]. Each slice is fed into the model as feed-

forward manner, and then we extract the vectors of both 

slices from the last fully connected layer (i.e., the layer 
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before the prediction layer). Lastly, we check the 

similarity between those two vectors by calculating the 

MSE (i.e., “mean squared error (MSE)”). The slices with 

the lowest MSE, among all comparisons (i.e., 16 

comparisons in our situation), would be the chosen for 

stitching Simg and Timg. 

 

 

Figure 5. The newly re-generated drone dataset. 

2) Dataset creation 
To the best of our knowledge, there is no existing dataset 

for Hajj and pilgrims, and there is also no existing dataset 

based on images from multiple drones capturing the same 

site. Due to this limitation, we generated our own dataset 

from an existing single-drone dataset, i.e., VisDrone [26]. 

We cropped four different images from each corner (i.e., 

NW, NE, SW, and SW). Each drone image was cropped 

with a random extra portion from the neighboring drone 

corners, as shown in Fig. 5. For example, the extracted 

image for Drone 4 has an extra portion of 20% from the 

coverage area of Drone 3, whereas Drone 3 has 15% from 

the coverage area of Drone 4. Our new dataset was 

generated in this way from all the images of VisDrone 

dataset. This dataset is publicly available for any further 

evaluation and studies. 

a) Extracting ground truth: While generating our 

dataset, we recorded the ground truth (GT), including the 

random extra portions that were included for each drone 

image extracted from the VisDrone dataset. A snapshot of 

the GT is presented in Fig. 6. The GT file is also publicly 

available, along with our generated image dataset. 

3) Evaluation 
To evaluate this approach, we compare the prediction 

with the extracted GT. The approach predicts two pieces 

of information: (1) the amount of context in the Simg that is 

overlapping with the Timg (which is the so-called Sratio) and 

(2) the number of steps in the Timg (i.e., nsteps). The Sratio 

is either 5%, 10%, 15%, or 20%. So, the final prediction for 

each stitching iteration is calculated as follows: Sratio × 

nsteps. 

 

 

Figure 6. A snapshot of the GT table. 

The GT of an iteration is the sum of both ratios, which 

is designated as GTiteration. For instance, iteration C in 

Table I is for stitching Drone 4 and Drone 2, so the GT of 

this iteration is sum of the “T” ratio of Drone 4 and the “B” 

of Drone 2 (see Fig. 6). Therefore, the evaluation of each 

iteration is computed using the following Equation: 

Accuracy = 1 − |GTiteration – prediction|    (1) 

B. Stage 2 (a): Object Detection 

Vehicle detection: Since we do not have a GT for 

our Hajj video from the drone, we choose the [27] 

YOLOv5 object detector as our baseline object detector. 

YOLOv5 is best known for its real-time performance and 

high precision. It meets our needs for the Hajj season since 

it Is fast and reliable to use. 

YOLOv5 uses multi-scale feature extraction to detect 

objects at different scales. The model divides the image 

into grid cells, and each grid cell predicts the object, 

confidence score, and four bounding box coordinates. The 

YOLOv5 model outputs multiple sets of feature maps with 

different scales. Each grid cell of each scale outputs 

multiple prior bounding boxes. In all scales, each grid cell 

predicts specific number of predictions prior to the 

bounding boxes. 

When predicting the location of the object in all scales, 

the output would generate multiple bounding boxes 

around the object. The Non-Max Suppression method in 

YOLOv5 is used to select the best bounding box and 

rejects another bounding box around the object. The 

method accepts the objectiveness score of the model and 

the Intersection Over Union (IOU) of the bounding box. 

Although the model performs well on object detection 

benchmarks, our data will be different. We aim to detect 

specific objects, such as vehicles. To solve the problem 

of detecting specific objects, we propose to fine-tuning 

the detector with a vehicle dataset. Fine-tuning YOLOv5 

with such a dataset will improve the performance with- 

out harming the processing speed. 

C. Stage 2 (b): Crowd Counting 

Density map-based counting methods are popular for 

crowd counting due to their use of deep neural networks 

(DNNs). These methods predict the density maps from 

crowd images using DNNs. To get the estimated count of 

the crowd, most of the current methods sum the density 

maps. The work proposed by [28] achieved state-of-the-art 

counting performance on many large-scale datasets. The 

authors propose the use of a generalized loss function for 

the density maps for crowd counting. Further, a 

perspective-guided transport cost function was proposed 

for better estimation of the crowd count and localization. 

a) Crowd counting for real Hajj scenes: There are 

special requirements for counting crowds during Hajj, and 

it poses many challenges. First, individuals wear identical 

White clothing, which makes detection challenging. In 

addition, some vision blockers are expected at hajj sites, 

such as umbrellas, trees, and bridges, which limit vision 

and hamper the crowd-counting performance. In addition, 

the Hajj scenes are recorded by a drone, which is another 

challenge for the detection task, as the image is captured 
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from an unfamiliar perspective. Furthermore, in the Hajj, 

there is no GT, so we cannot be able to compare the 

performance of different crowd-counting methods. 

Considering the aforementioned challenges, we can 

assume that the closest dataset to our Hajj scenes is the 

UCF-QNRF [22]. A sample of this dataset is depicted 

in Fig. 7. One of the dataset sources is Hajj footage, which 

is selected carefully. According to the authors proposed 

in [29], the Hajj images were captured from multiple 

places with different viewpoints and perspectives. Further, 

the images were taken at different times of the day for 

better generalization results. 

 

 

Figure 7. A sample of UCF-QNRF dataset [22]. 

The dataset consists of 1353 images with 1,251,642 

annotations. The average number of annotations per image 

is 815. The maximum number of annotations per image is 

12,865 and the average resolution of the images is 

2013×2902 pixels. These images were collected from 

different parts of the world according to the geo-tags of the 

images. 

For our Hajj videos, we assumed that the methods that 

achieved state-of-the-art performance on the UCF- QNRF 

would also be the most efficient for our chosen method. 

We chose [28] as our baseline model, which can guarantee 

an accurate count estimation of our crowd scenes during 

Hajj. 

IV.  RESULTS AND EVALUATION 

A. Image Stitching 

The VisDrone dataset contains around 1234 images, 

each of which is stitched four times, following the 

“anticlockwis” iteration explained in Table I. We calculate 

the median value of the accuracies computed from Eq. (1). 

The overall accuracy for the entire approach is 70%, 

which is the median value for our generated image dataset. 

B. Vehicle Detection and Crowd Counting 

Since we are using two methods in our pipeline, one for 

vehicle detection and the other for crowd counting, we pay 

attention to the processing time as well as performance. 

The processing frame rate should not exceed the most 

common frame rate in the live stream so we can provide a 

fast estimation for the decision-makers. 

For vehicle detection, we adjusted the YOLOv5 hyper- 

parameters so that they can detect small-to-tiny objects, as 

we used video captured by drones. Similarly, we adjusted 

the dilation rate in every layer of the architecture in [28] 

so that it can provide a more reasonable estimation of the 

crowd. 

1) Performance on real Hajj video 

Due to the limited number of Hajj videos captured with 

drones, we choose two videos to show the performance of 

our framework. The first video (V1) captures pilgrims 

walking on a bridge. The second video (V2) is recorded 

by a drone in the area where pilgrims are walking inside 

a housing compound. The vehicle in the V1 video is hardly 

seen, but it can be clearly seen in V2. In the qualitative 

results, we show only vehicles detected in V2. 

2) Qualitative results 

The first set of results is depicted in Fig. 8. The second 

set includes the estimated counting in V1, while the third 

set is the estimated crowd counting and vehicle detection. 

In the first set, we show a sample of vehicles detected in 

V2. The detected vehicles are captured with a drone from 

a challenging viewpoint. However, with fine-tuning 

YOLOv5, it was able to detect these vehicles and provide 

their count and locations. 

 

 

Figure 8. Vehicle detection with YOLOv5 after fine-tuning the weights 
to detect tiny objects and only vehicles included in Microsoft Common 
Objects in Context (COCO) dataset labelling. 

The second set of results depicted in Figs. 9−11 show 

the qualitative performance of the crowd counting module. 

The figures show the estimated crowd counting on one of 

the Hajj bridges. The V1 is limited to crowd counting 

since no vehicles appear in the video frames. 

 

 

Figure 9. The first figure in the V1 set of results. 
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Figure 10. The second figure in the V1 set of results. 

 

Figure 11. The Third figure in the V1 set of results. 

 

Figure 12. The first figure in the V2 set of results. 

 

Figure 13. The second figure in the V2 set of results. 

 

Figure 14. The third figure in the V2 set of results. 

 

Figure 15. The fourth figure in the V2 set of results. 

In the third set of results, Figs. 12−15 show both 

crowd counting and vehicle detection. Fig. 12 shows 

mixed detection between crowds and vehicles. As shown 

in the figure, the crowd counting and vehicle detection 

modules perform well when the videos are captured from 

drones with different viewpoints and azimuths. In Fig. 13, 

a limited number of people are captured by drones from 

an overhead position, making it challenging to detect 

people and count them. However, the method was able to 

estimate the count with acceptable precision. Fig. 14 

shows the highest estimation crowd count in among the 
whole result sets. It is challenging to estimate the actual 

number, but the crowd-counting module estimates the 

crowd count instantly. Fig. 15 depicts the same scene with 

a smaller crowd, and the method behaves as expected by 

estimating a smaller number of people. 

Technologies, such as Smart Healthcare, Smart 

Agriculture, and Smart Cities. For example, gathering 

location information from e-bracelets, which are used as 

smart health assistants, along with an analysis of drone im- 

ages, would lead to more precise and accurate crowd 

estimation. Utilizing the Internet of Vehicles would also 

help to gather real-time data on the routes that the vehicles 

take during the Hajj season. Further research studies are 

needed to explore the impact that these emerging 

technologies would have on crowd estimation and vehicle 

detection problems during Hajj season. 

V. DISCUSSION 

A. Image Stitching 

Controlled locations of drones: Our approach assumes 

that the drones are distributed in predefined locations. The 

number of drones should be fixed throughout the season, 

and each should be controlled to cover a specific location 

(e.g., the southwest corner of the holy Site). Moreover, the 

approach is scalable, where the number of drones can be 

increased to 6, 9, or even more. 

Predefined overlapping ratios: In our experiment, the 

overlapping ratios are predefined (5, 10, 15, 20) %. How- 

ever, in real-time implementations, the ratios can be 

adjusted based on the desired ratios. The smaller intervals 

(e.g., 2.5%, 5%, 7.5%) should lead to more precise 

stitching but are more computationally expensive. 

Anti-clockwise comparison: We chose to apply an anti-

clockwise iteration to stitch the images from multiple 

drones. However, a clockwise iteration or random 

selection of the Simg and Timg could be applied between 

every two neighbouring drones. 
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B. Object Detection and Crowd Counting 

Our qualitative results differ at the vehicle and crowd 

levels. The aim of our research is to provide estimations 

for the decision-makers to enable the smooth flow of 

crowds and vehicles. Our results show that the proposed 

method is able to estimate crowds effectively. Moreover, 

the results are not limited to crowds only; and the model 

also estimates the number and the types of vehicles 

detected by the drones. Knowing the vehicle count can 

help decision-makers to determine whether the number of 

vehicles is reasonable. Moreover, knowing the type of 

vehicle is important for decision-makers. For example, 

detecting a low number of ambulances might cause 

decision-makers to request more vehicles for the health 

authority. Similarly, detecting too many buses on the road, 

which can cause slow traffic would allow decision- makers 

to inform the traffic authority to reduce the number of 

vehicles. 

C. Future Research Direction 

Problems studied here, i.e., crowd estimation and 

vehicle detection, could benefit from other emerging 

technologies, such as Smart Healthcare, Smart Agriculture, 

and Smart Cities. For example, gathering location 

information from e-bracelets, which are used as smart 

health assistants, along with an analysis of drone images, 

would lead to more precise and accurate crowd estimation. 

Utilizing the Internet of Vehicles would also help to gather 

real-time data on the routes that the vehicles take during 

the Hajj season. Further research studies are needed to 

explore the impact that these emerging technologies would 

have on crowd estimation and vehicle detection problems 

during Hajj season. 

VI.  CONCLUSION 

In this project, we develop an approach that extracts 

high-level information to support decision-makers during 

the Hajj season. Specifically, multiple drones follow 

pilgrims around the holy sites. Each drone captures images 

of a corner of a holy Site. Our proposed approach first 

stitches the images captured by multiple drones, providing 

a single high-resolution image of the entire holy Site. Then, 

we extract high-level information, for example, 

highlighting crowded areas and identifying the number and 

locations of buses and ambulances. 

In the future, datasets specifically created for holy sites 

and pilgrims are needed to improve fine-tuning and 

evaluation of Hajj-related approaches. Additionally, as 

holy sites are wide and vast, they cannot be covered using 

a single drone. Therefore, approaches enabling more 

accurate and precise stitching of images from multiple 

drones would benefit Hajj-related approaches. 
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