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Abstract—The grading of mango is still a manual process in 

agriculture. Nowadays, mangoes are classified based on 

human experience, which makes the grade not uniform for 

agricultural product export establishments. Therefore, the 

automated grading of mango is very important to solve these 

problems. In this study, a random forest algorithm is 

proposed for an automated mango grading system based on 

quality attributes such as density, surface defect, and weight. 

The internal features including dimensions and surface 

defects are extracted via the captured image. These features 

are combined with the weight to estimate density. This study 

uses 732 mangoes that are collected from several local farms. 

The experiment of the grading system has high accuracy with 

98.3%. Instead of using Non-Destructive Testing (NDT) 

equipment, this grading method can be used to apply to 

evaluate the quality of other tropical fruits.  

Keywords—mango sorting, machine learning, grade system, 

random forest  

I. INTRODUCTION

Mango is a popular fruit because of its nutritional value 

and medicinal value, it is rich in vitamins C, E, A, B, and 

K [1]. Mango is an export item that accounts for a large 

proportion of Vietnam. The demand for mango is growing 

in Western markets, so mangoes are a potential export 

commodity in Vietnam. However, exportation is limited 

mainly due to the lack of tools and techniques to meet the 

quality requirements of importing countries. Currently, 

consumers demand mango not only for external features 

such as color, shape, and surface but also for internal 

quality such as sugar content, and acidity. Mango’s taste 

as well as grading quality are extremely important for 

farmers. The quality of mango depends on the cycle of 

growth, development, and picking ripeness, but also 

depends on the post-harvest process such as handling, 

sorting, and preserving. The parameters affecting the 

quality of mango fruit under the current assessment are as 

follows: size, shape, color, Total Dissolved Solids (TSS), 

acidity, pH, physiological weight, juice, pulp, and 

moisture. The objective of this paper is to consider the 
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recent work reported on the quality parameters of mango. 

The effect of harvesting and post-harvest treatments 

concerning the quality of mango and to explore the 

potential of available non-destructive techniques for 

determination of maturity, physical, biochemical, 

viscoelastic and rheological quality parameters, and 

internal disorders in mango fruits.  

Nowadays, machine learning methods are applied to 

solve specific problems such as fruit classification, 

medical, traffic, etc. [2–4]. These papers evaluate the 

quality of mango following color, shape, defect, and 

weight. Pandey et al proposed efficient algorithms for 

color feature extraction to grade mango [5]. Khoje et 

al. [6] used Feed Forward Neural network (FFNN) and 

Support Vector Machines for size grading mango from 

Maharashtra, India while the backpropagation neural 

networks method is employed to classify the mangoes into 

three classes—SS, S, L. Additionally, Fuzzy is also used 

effectively to classify Maturity and Quality [7]. Moreover, 

the perimeter, area, roundness, and percent of the defect 

were extracted to identify whether the mango’s quality for 

export, local, or removal [8]. There are also some re-

searches using machine learning to analyze and estimate 

the weight of mangoes. Schulze et al. [9] used the weights 

of mangoes to determine the type of mango. 

Sa’ad et al. [10] estimated weight and volume by using the 

Cylinder approximation analysis method. The process for 

classification in machine learning always follows the 

following steps: data collection, data processing, training 

and optimization of predictive models, and finally 

practical application of the optimal model. In most 

previous studies, the quality of mangoes is determined by 

looking at external or internal features so the quality of 

mangoes is assessed to be inadequate. Therefore, this study 

proposes a new grading system based on quality features 

including density, defect, and weight to evaluate mangoes 

into three categories G1, G2, and G3 with G1 being the 

best group. 
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II. EXTRACTING FEATURES OF MANGO 

The size estimation of mango from 2D images has been 

a challenging problem in the field of computer vision. The 

process starts by obtaining multiple views of images of the 

mango.  

 

 

Figure 1. The external features of mango. 

After the intrinsic and extrinsic parameters of the 

camera are calibrated, these parameters are used to 

estimate the mango’s dimension. The external features 

consist of length, width, and defect (Fig. 1). Length (le) is 

defined as the maximum length mango’s x-axis which lies 

between the tip and the pole of the mango. The width (wi) 

is defined as the length of the mango’s y-axis which is the 

widest line perpendicular to the x-axis. The defect (de) of 

the mango is the damage on the surface caused by insects 

or collision during the growth of the mango. In the image 

processing chamber, mangoes are captured in a random 

direction.  The acquired image is preprocessed using 

different methods such as increased frames per second 

(fps), image noise filter, edge detection, and boundary 

tracking. Features of mangos are considered as length, 

width, Surface defect, and weight. The process of 

extracting features is indicated in Fig. 2. 

The performance of the classification mango system 

depends on the quality of the captured images, hence, if the 

number of still frames in each mango rises, the accuracy 

for the extracting features is improved. The still frames are 

extracted from the video image at the fps of the camera. 

Therefore, this article suggests an algorithm that increases 

the number of fps (optical flow-based intermediate frame 

synthesis) [8], which exceeds the responsiveness of the 

camera. In a brief description, the new frame fx is 

synthesized from two adjacent frames (fi, fi+1) by the i-

directional optical flows (fi→i+1, f i+1→i), respectively. 

Where (fx→i, fx→i+1) denote the optical flow from fx to fi and 

fx to fi+1, respectively. The image fx can be synthesized 

following Eq. (1). 

 

fx = a ∙ bi (fi, fx→i)+(1−a) ∙ bi(fi+1, fx→i+1)       (1) 

 

where bi is a bilinear interpolation function and α controls 

the contribution of (fi, fi+1) and depends on two factors: 

temporal consistency and occlusion reasoning. 

In each frame, the noises are filtered to improve the 

image quality by using the Gaussian method which is 

adaptive as Eq. (2). The kernel matrix slides across each 

row of mages according to each region of the image, thus 

the central pixel is the sum of the results. The smooth 

continuous boundary of the mango is achieved by the 

filtering process. 
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where μ is mean and σ is the variance of Gaussian 

distribution; A is the Gaussian coefficient based on the 

standard deviation σ. 

 

 

Figure 2. The image processing of mango classification system. 

The used images are color images in RBG color spaces 

namely Red, Green, and Blue that are converted into a 

binary image using an adaptive threshold for mango. That 

means the mango is white and the background is black 

(0, 1 respectively). From the binary image, the edges of the 

object are highlighted by partial geometric differential 

equations [11]. By using the maximum principle and 

rigorous mathematical analysis, the contour of the mango 

is found effectively. The boundary pixels of the object are 

detected and interpolated into curves according to Eq. (3), 

where the elasticity and rigidity coefficients of the curve 

are represented α > 0 and β > 0, respectively. 

 
1

2 2
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The edges of the mango are also detected based on 

Eq. (4), ( ( ))I v t  is the maximum curve possible. 
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Eqs. (3) and (4) implement the edge and boundary 

through Eq. (5). 
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(5) 

 

From the mango boundaries in the image, the actual size 

is estimated by using Eq. (6). The ratio K depends on the 

distance between the camera and the object, the shorter the 

distance, the actual length is displayed with a larger 

number of pixels. 
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where L means length, A pixels means the number of pixels, 

and K means the ratio between pixel size and actual size. 

Let L, A, and n are the length, the number of pixels, and 

the number of images, respectively. The average of length 

L and the average of pixels Ā are calculated by Eqs. (7) 

and (8). 
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From Eqs. (7) and (8), K ratio factor is shown in Eq. (9), 

where  is the error of K. 
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Density (ds) depends on weight and volume which is 

calculated based on le and wi. Therefore, the task is to 

predict the volume (V) which is shown by Eq. (10). 

 

0 1 2   VV b b le b wi = + + +
 

(10) 

 

where the coefficients of the variables are b0, b1, b2, and 

means the error of volume. 

Based on V and we, density (ds) is calculated by Eq. (11). 
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In this section, based on a series of calculation formulas, 

the size of the image is determined to the actual size with 

its error. The estimation process is calibrated depending on 

the hardware of the machine. A method of determining 

density is proven to be effective, so this method can be 

used for some other tropical fruits. 

III. APPLYING MACHINE LEARNING 

Random Forest (RF) model is considered to classify 

types of mangoes. This is a very popular and efficient 

classification model to solve the problem of classification 

when predictive variables have nonlinear relationships. RF 

model is an ensemble learning method of many decision-

tree models to obtain predictive results with small variance. 

The training process of RF model is shown in Fig. 3. This 

approach is performed following three steps. 

A. Apply Bootstrap Aggregating to Create k Subsets 

from Training Set 

Let F = { if : 0 < i < n+1} is feature set of n mango 

samples that have been labeled, where dsi, wei, dei, are 

density, weight, and defect of mango respectively, and  if

= [dei, dsi, wei]T. 

Let T = {ti : 0 < i < n+1} is type set according n element 

in set F, where ti = {1, 2, 3} with G1, G2, and G3 are types 

of mango respectively. RF method creates k subset by 

selecting a random sample with replacement of [F, T]. 

Hence, the set of k subset is B = {bi : 0 < i < k+1}, where 

bi is the ith subset. The cardinality of bi is equal to S or it 

could be symbolized |bi|= S. Moreover, bi has (1−1/e) 

unique examples of S. 

B. Training RF Model 

Nodes labeled with input features are chosen and 

decentralized leads to a subordinate decision node. there 

are two ways to implement this process: Gini or Entropy 

but in this study, Gini is chosen, because Gini can 

minimize misclassification and Gini will tend to find the 

largest class while Entropy tends to find groups of classes 

that make up approximately 50% of the data. In other 

words, Gini’s computing time is faster than Entropy, this 

will be for reduced data training time.  

 

 

Figure 3. The training process of random forest model. 

The Gini formula is given by Eq. (12). Gini impurity is 

a measure of how often a randomly chosen F would be 

incorrectly labeled if it was randomly labeled according to 

the distribution of labels in bi.  
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C. Result Selection 

The result of random forest (yFR) is selected from the 

result of trees in the forest by the majority vote method. In 

this section, the RF model has been generalized about the 

theory and how to apply them to the dataset. The results 

are implemented clearly on the existing data set. RF model 

is used in this case because of some reason. Firstly, the 

random forest’s benefits include effective noise 

management and faster processing of significant variables. 
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Moreover, the fact that only two parameters need to be 

tuned contributes to the growing popularity of RF [12]. 

IV. EXPERIMENTS AND RESULTS 

With the development of science and technology, smart 

algorithms are applied in many fields such as medicine, 

robotics, material, classification, and so on [13–16]. In this 

work, an algorithm is proposed for an automated mango 

grading system based on quality attributes such as density, 

surface defect, and weight. The dataset of 732 mangoes is 

harvested from November to June in several orchards. The 

original dimension is measured by a Mitutoyo tool with an 

accuracy of 0.05 mm. Besides, the weight of each mango 

is measured by electronic scales based on load-cell with an 

accuracy of 0.01 g. Besides, the volume (V) of the mango 

is measured by the overflow method with the device being 

a 1,000 mL glass jar and the 0.4 mL error. The mango 

classification system has been designed and applied in 

practice to examine many orchards (Fig. 4). 

There are two parts in the mango classification system 

comprising a computer vision system and a sorting system. 

First, in the image processing chamber, dimensions and 

defects are extracted. Second, mangoes are moved to the 

tray by a roller conveyor system, then the weight is 

measured by the load cell in the sorting system. Density is 

calculated based on weight and volume. The volume of the 

mango is estimated by the length and width. Finally, the 

data is processed and analyzed to reduce the noise for clear 

data. The mango is graded into three groups with Grade 1 

being the highest quality. The steps of image processing 

have been experimented in Fig. 5.  

 

 

Figure 4. Mango classification system. 

 

Figure 5. Extraction of external features. 

The dimensions (length and width) are estimated 

indirectly through a series of algorithms including identify 

the mango, convert RGB image, binary image, then 

extracted features. Because the dimensions are calculated 

with the pixel unit on the binary image, there are error 

between the actual and predicted result. Hence, the figures 

are calculated and calibrated. This is an important step for 

classification [17]. The volume is predicted from the 

height and width of the mango. Data are taken from real 

data to create a volume prediction model. From the graph, 

the features: length, Width have a linear relationship with 

V. Therefore, the volume is predicted by a linear model 

with variables: length, and width that is defined in Eq. (13). 

 

  1087.97  4.02   11.74V le wi= − + +  (13) 

 

The comparison between the actual and predicted 

volume is shown in Table I. During processing, the signal 

is always interfered with, causing the measurement results 

of the load cell to be inaccurate. All signals from the load 

cell are passed through the Kalman noise filter, where too 

large values of variation are discarded. 

TABLE I. THE COMPARISON OF ACTUAL VALUES AND ESTIMATED 

VALUES 

Index 

Density (kg/m3) Defect (cm) 

Actual 

size 

Estimated 

size 

Actual 

size 

Estimated 

size 

1 0.72 0.73 2.4 2.8 

2 0.56 0.59 0.3 0.1 

3 0.86 0.90 0.4 0.9 

4 1.02 1.00 1.2 1.0 

5 0.67 0.71 2.4 2.8 

… … … … … 

37 0.63 0.61 5.1 5.5 

38 0.79 0.80 2.2 2.7 

39 0.88 0.86 3.5 3.9 

40 0.94 0.95 1.5 1.7 

 

After obtaining the mass signal from the load cell, these 

signals are decoded and estimated to show the true weight 

result of the mango. This weight result is affected by the 

position of the mango on the tray. Therefore, the position 

of mangoes on the tray will be checked by a camera. The 

estimated weight values will synchronize with height, 

width, defect giving results of the process to form a closed 

loop.  

The data is divided into three parts including training 

data, validation data, and testing data. Data set with 732 

data samples extracted and aggregated from images and 

load-cell. The dataset was divided into three parts with 459 

samples used for the training model, 136 samples used for 

validation, and 137 samples used for testing. A 

visualization of the training dataset is shown in Fig. 6. In 

two ranges of the defect (0, 2) and (6, 8), the mango’s types 

are quite obvious but become more complicated with the 

middle defect = (4, 6). 

When the mango defect is too large or too small, the 

mango is easy to identify its type but at the average level, 

the mango classification becomes difficult much more. 

The weight and density are recognized easily. However, 

there are still significant amounts of mangoes that are rated 

as poor quality since the rest variables do not satisfy the 

standard. The number of trees in the forest given in Fig. 7 

was controlled to find the best model. Increasing the 

number of trees, the accuracy of the RF model is between 

98% to 98.3% from the 50th tree onwards. Therefore, to 

ensure the stability and training speed of RF model, the 

number of trees is selected to 50 for the parameter of the 

random forest model. The problem that affects the 
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accuracy of the classification process is that the boundaries 

between mango groups are not fixed and intertwined. 

 

 

Figure 6. Visualization of the training dataset. 

 

Figure 7. The influence of the number of trees on the accuracy of the RF 

model. 

In Fig. 8, the area of density (0.5, 1.1) is explicitly and 

accurately defined by the classification system according 

to the law. The classification of the mango and the 

classification method of the RF model tend to be identical 

when it is categorized according to a set of laws which is 

the reason for the high accuracy.  The reason for the error 

in G2 is too much interference between G1, G2, and G3 in 

training data. The relationship between categories 1, 3 and 

2 is not evident in the separation of category 2 from the 

other two types. In the RF model, the ratio is significantly 

different when the rate of guessing data of G2 to G1 is 

smaller than that of G2 to G3. 

 

 

Figure 8. Predicted results of RF model. 

V. CONCLUSIONS 

The RF model is used to grade the automatic mango. 

The system applied computer vision technology to extract 

features from captured images and signal load-cell. There 

are several conclusions drawn as follows: 

Firstly, the accuracy of the RF model in this study is 

highly accurate at 98.3%. Secondly, Throughout the 

classification process, a sequence of analysis methods in 

computer vision is used to transform the captured image to 

estimate density which is an important feature for grading 

mango. Finally, Since the category of mango is 

categorized on the basis of the rules and the relationship of 

the mango feature, therefore, the random forest approach 

has an advantage over other methods when classifying the 

based on rules generated from input variables. 

In future work, other algorithms will be applied to 

improve the accuracy and optimization of the system. The 

training dataset will be collected more diverse mango 

varieties in many seasons of the year to increase the 

adaptability of the automatic mango classification system. 
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