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Abstract—The detection of bleeding in the gastrointestinal 
tract is a critical use of Wireless Capsule Endoscopy (WCE), 
a valuable diagnostic tool for examining the whole 
gastrointestinal tract, particularly the hard to reach small 
intestine. However, manually analyzing a large volume of 
WCE images is time-consuming, burdensome, and 
susceptible to human errors. The purpose of this research 
paper is to develop and assess a Convolutional Neural 
Network (CNN) model that can automatically analyze and 
classify WCE images to detect bleeding. This model is 
projected on a hardware (Raspberry Pi 4 model B) platform 
to evaluate its classification process practically. A database 
consisting of 892 WCE images is employed to train and 
evaluate the model in terms of the metrics such as accuracy, 
precision, recall, and F1-Score. Two dataset cases are 
considered (one with 70% & 30% and the other with 80% 
& 20%) for training and validation, respectively.  The 
findings exhibit promising results, with a macro-average 
precision, recall, and F1-Score of (0.98611, 0.98438, and 
0.98502) for Case 1, (0.99474, 0.99412, and 0.99440) for Case 
2, respectively. Furthermore, the suggested model obtains 
accuracies of 0.98507 and 0.99441 for Case 1 and Case 2 
respectively. Finally, the hardware of the developed model is 
tested with 12 s duration video (which has 56 images) and 
classified all the images (11 normal 45 abnormal) within this 
video correctly.  
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I. INTRODUCTION

Wireless capsule endoscope invented by Iddan et al. 
has enabled a pain-free approach to diagnosing the 
digestive tract [1]. Given Imaging created the first 
commercial wireless capsule endoscopy system, PillCam, 
in the year 2000. The Food and Drug Administration 
(FDA) authorized it in 2001 [2]. Wireless capsule 
endoscopy has emerged as a valuable detection device for 
examining the digestive tract as a whole, especially the 

Manuscript received May 28, 2024; revised July 15, 2024; accepted 
August 6, 2024; published December 25, 2024.  

small bowel, due to the difficulty of accessing it with 
traditional endoscopes. Where WCE is non-invasive, easy 
for the patient, and can reach regions with restricted 
access without requiring surgery [3, 4]. A wireless 
capsule endoscope is a small, camera-equipped, 
swallowable gadget that captures images as it travels 
through the digestive system and then transmits them 
wirelessly to the sensors, from which they are transmitted 
to a patient-carried recorder that archives the images. 
This procedure continues for around 8 hours, or until the 
wireless capsule endoscope batteries die. This results in a 
very large amount of data about 60,000 images being 
transferred to a workstation [5, 6]. These images provide 
clinicians with vital information regarding the presence of 
abnormalities such as bleeding, ulcers, and lesions. 
Among these, bleeding is a critical condition that requires 
prompt identification and intervention [7]. 

Small-Bowel Bleeding (SBB), which can be overt or 
covert, accounts for 5–10% of all digestive tract bleeding 
and is a clinical manifestation of various gastrointestinal 
disorders, including ulcers, polyps, tumors, and vascular 
malformations [8, 9]. The exact diagnosis of bleeding in 
WCE images plays a critical role in the early detection 
and treatment of gastrointestinal disorders [10]. Manually 
examining a huge number of images obtained from a 
WCE test is time-consuming, cumbersome, and prone to 
human error. Consequently, there is a greater need for 
hemorrhaging automated detection systems in order to 
enhance the diagnostic reliability and effectiveness of 
Wireless Capsule Endoscopy (WCE). 

This research aims to build and evaluate the proposed 
Convolutional Neural Network (CNN) model capable of 
detecting small bowel bleeding using automated analysis 
of WCE images, thus aiding clinicians in the early 
detection and treatment of small intestine hemorrhage. 
This research aims to solve the limitations of the 
literature, such as insufficient accuracy, high 
computational costs, reliance on specific features such as 
color, and the lack of generalization of their models 
across different types of wireless capsule endoscopies.  
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Research questions include: 
1. How can the proposed model be fine-tuned to

balance accuracy and computational efficiency? 
2. What is the effect of differences in the partitioning

of training and validation data on the performance of the 
CNN system? 

3. Does the model achieve excellent generalization to
images of another type of wireless capsule endoscope? 

Following is how the rest of the sections are arranged: 
Section II covers some research contributions on 
detecting gastrointestinal bleeding. The suggested 
approach is explained in Section III, Section IV displays 
the suggested model’s hardware and Section V contains 
an analysis of the study’s results with a discussion. 
Conclusions are included in Section VI. 

II. LITERATURE REVIEW

The urgent need to discover gastrointestinal bleeding 
required researchers’ to develop techniques for its 
detection. Pan et al.’s [11] study aimed to diagnose 
bleeding in capsule endoscopy images by measuring 
color similarity coefficients with two-color vector 
similarity. As a result, it was applied in RGB color space, 
yielding specificity and sensitivity values of 90% and 
97%, respectively. However, it should be noted that most 
instances of image misclassification occur when old 
hemorrhages are present in WCE images due to the 
darkness of the bleed regions. Mathew et al. aimed to 
recognize bleeding from healthy regions in 332 wireless 
endoscopic capsule images by proposing an efficient 
method for correct bleeding detection that integrated the 
contourlet transform and Local Binary Pattern (LBP). 
When applying the k-Nearest Neighbour (k-NN) 
classifier in the CIE XYZ color space, the results showed 
an accuracy rate of 96.38% [12]. 

In 2017, Jia and Meng presented an approach to the 
detection of WCE bleeding that blends Handcrafted (HC) 
and CNN features. In their framework, which consists of 
three phases: the extraction of features, feature 
integration, and classification. Either CNN derived, 
handcrafted features were collected from the input frame. 
Afterwards, features from both categories were combined 
using an identified strategy. The aggregated feature 
vector served as an input for classification. The last 
decision was achieved using a Softmax classifier. The 
result recall was 0.9100, the precision was 0.9479, and 
the F1-Score was 0.9285. The number of images used in 
their study was unequal. The dataset was unbalanced 
(1500 WCE images, involving 300 bleeding images and 
1200 normal images) [13]. 

In their study in 2018, Tuba et al. [14] aimed to 
propose an approach for detecting hemorrhage in WCE 
images by utilizing features like texture and color. Their 
technique is region-based, describing each area using HSI 
and CIE Lab color spaces with a consistent local binary 
pattern. The support vector machine classifies regions 
into 3 groups: background, hemorrhage, or non-bleeding, 
based on these features. The average Dice Similarity 
Coefficient (DSC) achieved was 0.85, with a 
misclassification error of 0.092. 

Mamun et al. [15] developed a computerized system 
for recognizing specific images of hemorrhage generated 
by Wireless Capsule Endoscopy (WCE). For image 
analysis, the system utilized color thresholding and 
morphological operations. On the basis of statistical 
feature vectors in the hue, saturation, and value (HSV) 
color space, an additional classifier called Quadratic 
Support Vector Machine (QSVM) was applied to divide 
the images into those that were bleeding and those that 
were not. The obtained accuracy was 95.8%, and 
precision was 80%. 

In the study by Coelho et al. [16], which looked for 
ways to recognize and segment red lesions within the 
small intestine, the U-Net architecture for deep learning 
was evaluated. The investigation gave an accuracy rate of 
95.88%. 

In 2021, Saraiva et al. [17] developed CNN based on 
the Xception model with weights trained on ImageNet for 
automatically identifying blood in large bowel capsule 
endoscopy frames. Blood was identified by the CNN with 
93.2% specificity, 93.8% positive predictive value, 99.8% 
negative predictive value, and 99.8% sensitivity. The 
overall accuracy of CNN was 96.6%. 

In 2023, Sreejesh [18] proposed a color feature 
extraction technique to distinguish between hemorrhage 
frames and normal frames, with localization of the 
hemorrhage regions. The technique was based on a two-
fold method. The first technique made complete use of 
the information regarding colors in WCE pictures and 
applied the K-means clustering technique to the pixel-
representated frames to produce the cluster centers, which 
defined WCE pictures as color histograms based on 
words. The classification performance results were 
achieved using the YCbCr color space, cluster number 
80, with SVM. The accuracy of the classification was 
95.75% with an AUC of 0.9771. The second approach 
introduced a 2-phase saliency map extraction technique to 
detect areas of hemorrhage. The first step saliency map 
was generated using a different color channel mixer, 
while the next stage saliency map was acquired using 
visual contrast. After that, a suitable fusion approach and 
threshold, localized the bleeding spots. The ability of the 
method to generalize to data from another type of WCE 
has not been tested. 

Meena et al. [19] developed a convolutional neural 
network for automatically diagnosing brain tumors using 
Magnetic Resonance Imaging (MRI) images, with a 
classification accuracy of 99.28% on the Br35H dataset. 
The research significantly reduced overfitting by using 
dropout regularization and the Adam optimizer, and it 
thoroughly examined model performance using measures 
such as accuracy, recall, precision, and 
F1-Score. The dependence on a single dataset restricts the 
capacity to extend the results to other kinds of medical 
imaging and diagnostic challenges. 

In recent years, there has been significant progress in 
the field of computerized vision, particularly in the 
application of deep learning methods such as 
Convolutional Neural Networks (CNN). These 
techniques have demonstrated impressive performance in 

Journal of Image and Graphics, Vol. 12, No. 4, 2024

451



various tasks, such as recognizing things, segmenting 
images, and medical image analysis [20, 21]. CNNs have 
the ability to automatically learn discriminatory features 
from raw image data, which makes them highly suitable 
for detecting bleeding in WCE images [22]. 

III. PROPOSED CNN MODEL 

The large number of images captured by wireless 
capsule endoscopy can present challenges for doctors in 
terms of time consumption, fatigue, and potentially 
decreased diagnostic accuracy. This study aims to detect 
small bowel bleeding using a dataset of WCE images and 
a deep convolutional neural network. We propose a 
method that can accurately detect infected images in a 
dataset and aid physicians in making rapid diagnoses. 
Fig. 1 illustrates the structure of the proposed approach. 

 

 
Fig. 1. The proposed CNN method. 

For the purpose of conducting the approach, an 11th 
Generation Intel(R) Core(TM) i5 processor with 8 GB of 
Random Access Memory (RAM) was used on 
Microsoft’s Windows 10 operating system, with the 
Python programming language and Anaconda Navigator 
software, and on a Jupyter notebook. 

A. Dataset 

In this research paper, the Kvasir-Capsule dataset is 
used, which can be accessed through the Open Science 
Framework (OSF). The dataset contains 44,228 labeled 
images stored using the PNG format, which are divided 
into 13 different classes. The dataset has a total size of 
circa 94.7 GB. In this study, images of the bleeding 
category and the normal mucosa category were used, and 
the data were balanced. The wireless capsule endoscopy 
used to obtain this data is the Olympus EC-S10 
endocapsule. Fig. 2 illustrates an example of the normal 
and bleeding WCE images taken from the dataset. Images 
that are normal do not have any bleeding. There are 446 
bleeding images and 446 normal images among the 892 
total images. 

 
Fig. 2. Data sample for both the normal and bleeding classes. 

The dataset images have been resized to (300×300) 
pixels and then split into 624 training images and 268 
validation images with case 1 and divided into 713 
training images and 179 validation images with Case 2 
for the purpose of analysis, as depicted in Table I.  

TABLE I.  SHOWS THE TRAINING AND VALIDATION COUNTS IN THE 

DATASET 

Dataset Case 1 Case 2 

Total images 892 892 

Training images 624 (70% of total images) 713 (80% of total images) 

validation images 268 (30% of total images) 179 (20% of total images) 

 
In order to augment the training dataset and enhance its 

variety, a set of augmentation techniques is applied to the 
training images, such as image rotation, shearing, 
zooming, shifting, and fill mode. Subsequently, the model 
is trained using the augmented training images, and its 
performance is evaluated through validation on an 
independent set of validation images.  

B. Architecture of the Proposed CNN 

Convolutional Neural Networks (CNNs) have gained 
vital importance in medical research due to their ability to 
analyze complex medical data, particularly medical 
images. This study aims to build and evaluate the 
proposed CNN model that is capable of automated WCE 
image analysis and detect infected images. 

The basic components of the CNN model are 
convolutional layer, pooling layer, nonlinear activation 
layer, flattening layer, and dropout layer. The 
convolutional layer, also known as the principal layer in 
the CNN model, extracts feature maps from input images. 
The pooling layer decreases the spatial dimensions of 
feature maps generated by convolutional layers. This is 
accomplished by reducing the feature maps while keeping 
the most critical information. Max pooling is the most 
popular pooling procedure, which picks the maximum 
value inside each pooling window. Activation functions 
such as Rectified Linear Unit (ReLU) are applied to the 
feature maps after each convolutional or pooling layer. 
CNN is considerably easier and quicker using ReLU. For 
all negative values, ReLU is 0, whereas positive numbers 
stay constant. The flattening layer takes the multi-
dimensional feature maps produced by the convolutional 
and pooling layers and reshapes them into a one-
dimensional vector or array to prepare the data for the 
subsequent fully connected layers. Overfitting is a 
significant challenge when training deep neural networks, 
and it occurs when multiple neurons consistently find 
identical results. Therefore, a dropout layer can be 
employed to selectively drop neurons in the network, 
which helps prevent the network from relying too heavily 
on specific neurons, reducing overfitting. Dropout rates 
of 0.2 and 0.5 have been applied. 

The proposed CNN consists of layers like the input 
layer, two convolutional layers, two max-pooling layers, 
one batch normalization, three activation function layers, 
two dropout layers, one flatten layer, and 3 dense layers.  
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The model input data is (300×300×3), representing an 
image with 300 pixel heights and 300 pixel widths and 
red, green, and blue channels. The first Conv2D layer 
applies 64 filters and (3×3) kernel dimensions with the 
ReLU activation function. Max pooling layer with a 
pooling size of 2×2 and a batch normalization layer are 
employed with the axis = −1 parameter. The second 
Conv2D layer employs 32 filters (3×3) kernel size, and 
the ReLU activation function. Max pooling layer with a 
pooling size of 2×2. The ReLU activation layer is used 
after every Conv2D layer and fully connected layer 
except for the last dense layer, after which the softmax 
activation function is used. Dropout layers with a 20% 
and 50% dropout rate are used. Dropout layers and batch 
normalization are used to improve the training process 
and to combat overfitting. By randomly dropping neurons 
during training, dropout layers prevent the model from 
becoming too reliant on specific features. A flattened 
layer is applied to convert the three-dimensional output of 
the second pooling layer into a vector before moving it to 
the three dense layers, It transforms the output of the 
second pooling layer (73×73×32) into a flat vector 
(170,528). This step prepares the data for classification 
by the dense layers. The design of the suggested model is 
displayed in Fig. 3. 

 

 
Fig. 3. Design for the proposed CNN. 

The details of the proposed network have been 
depicted in Table II. 

TABLE II. THE SUGGESTED C NN ARCHITECTURE PARAMETERS 

Layer (Kind) 
No. 

Kernel 
Kernel 

Dimensions 
Output 
Shape 

No. 
Param 

Input - - (300, 300, 3) 0 
Conv 1 (Conv2D) 64 3×3 (298, 298, 64) 1792 

Pooling 1 
(MaxPooling2D) 

- 2×2 (149, 149, 64) 0 

(Batch 
Normalization) 

- - (149, 149, 64) 256 

Conv 2 (Conv2D) 32 3×3 (147, 147, 32) 18,464 
Pooling 2 

(MaxPooling2D) 
- 2×2 (73, 73, 32) 0 

Dropout 1 - - (73, 73, 32) 0 
(Flatten) - - (170, 528) 0 
Dense 1 - - (512) 87,310,848 

Dropout 2 - - (512) 0 
Dense 2 - - (256) 131,328 
Dense 3 - - (2) 514 

Output (Activation) - - (2) 0 

 

The proposed model, whose output is the probability of 
0 or 1, uses a categorical cross-entropy loss function. It 
consists of a softmax activation along with a cross-
entropy loss used to determine the difference between the 
predicted and true classes. The definitions of the 
categorical crossentropy (CCE) loss function and softmax 
activation function can be obtained from Eqs. (1) and (2). 

ܧܥܥ  ൌ	െ	∑ ௜ݐ logሺ݂ሺݏሻ௜ሻ஼௜                       (1) 
 ݂ሺݏሻ௜ ൌ 	 ௘ೞ೔∑ ௘ೞೕ಴ೕ                              (2) 

 
Here ti represents the real label (1 for hemorrhage and 

0 for normal), f(s)i represents the predicted probability of 
class i after applying the softmax activation, and i is an 
index that runs from 1 to C, where C indicates the 
number of classes or categories. The raw score (s), which 
is often the output of a neural network’s final layer before 
applying the softmax, and j represents the index used for 
summations over the classes when calculating the 
softmax probabilities and the cross-entropy loss. For 
training, an adaptive moment estimation (Adam) 
optimizer is being applied, which affects the parameter 
weight and learning rate to decrease the learning model’s 
loss. 

C. Metrics of Evaluation 

Accuracy, recall, precision, and the F1-Score are used 
to assess deep learning’s performance model. TP is a 
number when a model expects that an image is normal, 
and the image’s real label is also normal; When the 
model guesses an infected image with a real infected 
label, it indicates TN. FP is defined when the model 
predicts that an image is normal but the true label of the 
image is infected. The False Negative (FN) refers to the 
situation in which the model predicts an image to be 
infected while the true label for that image is actually 
normal. The following is the mathematical representation: 

ݕܿܽݎݑܿܿܣ  ൌ ்௉ା	்ே்௉ା	்ேାி௉ା	ிே                       (3) ܲ݊݋݅ݏ݅ܿ݁ݎ ൌ ்௉்௉ାி௉                             (4) ܴ݈݈݁ܿܽ ൌ ்௉்௉ାிே                              (5) 1ܨ	݁ݎ݋ܿݏ ൌ 2 ൈ ௉௥௘௖௜௦௜௢௡ൈ	ோ௘௖௔௟௟௉௥௘௖௜௦௜௢௡ା	ோ௘௖௔௟௟                  (6) 

 

IV. HARDWARE OF THE PROPOSED CNN MODEL 

The proposed CNN model is analyzed and designed 
using the Python language. This model is trained and 
validated using the Kvasir-Capsule dataset (Olympus EC-
S10 endocapsule).  The proposed model is projected onto 
the hardware prototype (Raspberry Pi 4 Model-B) system, 
as shown in Fig. 4. A video with 12-second duration is 
used in the testing process of the projected model. This 
video, which contains 56 images, is part of an OMOM 
wireless capsule endoscope video. The images were 
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formatted to 300×300 pixels so that they are consistent 
with the size of the trained and validated images. The 
results of the testing process for the hardware of the 
projected model show that there are 11 normal images 
and 45 abnormal images. 

 

 
Fig. 4. The overall hardware suggested system. 

V. RESULT AND DISCUSSION 

Our study is mostly about using a proposed 
Convolutional Neural Network (CNN) to find images that 
contain bleeding using the wireless capsule endoscopy 
images dataset. This dataset consists of 446 images that 
show bleeding and 446 images that show normal. Out of 
the total 892 images, 624 (in Case 1) and 713 (in Case 2) 
are employed for training purposes. 

To increase the training dataset, data augmentation 
techniques were used. The validation data, comprising 
268 images in Case 1 and 179 in Case 2, was then applied 
to evaluate the trained approach. During the training 
process, the model required 25 epochs, training and 
validation accuracy and loss were monitored throughout 
the training process. As shown, the model started with 
accuracies of 0.6807 in Case 1, 0.7034 in Case 2, and 
gradually improved over the epochs, reaching a final 
training accuracies of 0.9797 in Case 1, 0.9853 in Case 2, 
and a validation accuracies of 0.9851 in Case 1, 0.9944 in 
Case 2. Similarly, the loss decreased over the epochs, 
indicating that the model learned to make more accurate 
predictions. 

The training process showed that the model was able to 
generalize well to unseen data, as shown by the high 
validation accuracy. This suggests that the model is not 
overfitting the training data and has learned to capture 
important patterns and features that generalize to new 
instances. Fig. 5(a) and Fig. 5(b) for Case 1 and Fig. 5(c) 
and Fig. 5(d) for Case 2 illustrate the graphs for model 
accuracy and loss curves during the training and 
validation stages. 

For Case 1, Table Ⅲ shows the model’s performance 
in both classes, exhibiting precision, recall, and F1-Score 
values above 0.96 for both classes (normal (0) and 
infected (1)). These results indicate the proposed model 
has the capability to accurately identify instances of Class 
0. The model displays a high ability to correctly describe 
instances in Class 1. Considering the overall accuracy of 
the model, computed as 0.98507, it is seen that the model 
accurately classified the majority of instances. This 

remarkable accuracy suggests that the model effectively 
distinguishes between the two classes present in the 
dataset. Table IV illustrates the model performance for 
Case 2. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. Accuracy and loss of proposed model (a) accuracy and (b) loss 
curve of the suggested model for Case 1; (c) accuracy; (d) loss curve of 
the suggested model for Case 2. 
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TABLE III. CNN’S SUGGESTED RESULTS FOR CASE 1 

Category Precision Recall F1-Score Support 
Normal 0.97222 1.00000 0.98592 140 
Infected 1.00000 0.96875 0.98413 128 

Accuracy  0.98507  268 

TABLE IV. RESULTS OF THE PROPOSED CNN FOR CASE 2 

Category Precision Recall F1-Score Support 
Normal 0.98947 1.00000 0.99471 94 
Infected 1.00000 0.98824 0.99408 85 

Accuracy  0.99441  179 
 

As seen in Fig. 6, for Case 1 the proposed method 
correctly predicts 264 of 268 images. The confusion 
matrix indicates that the model makes a prediction that 
four images are normal, whereas the true class is infected. 

 

 
Fig. 6. Confusion matrix of the proposed CNN, with the normal class 

denoted by 0, while the infected class is represented by 1. 

As shown in Fig. 7, the suggested technique 
successfully predicts 178 from 179 images in Case 2. The 
confusion matrix shows that the model classifies a single 
image as normal when it is actually infected. 

The two cases efficacy is compared to three other 
bleeding detection methods described in the scientific 
literature. Table V displays the comparison findings. 

Based on the comparison, with regards to accuracy rate, 
the suggested model outperforms previous studies, 
achieving accuracies of 98.5% in Case 1 and 99.4% in 
case 2 for bleeding detection. This indicates the 
effectiveness of our model in accurately classifying 
infected images in wireless endoscopic capsule images. 
However, it’s crucial to take into account additional 
elements, including the dataset used and potential 
differences in experimental setups and conditions that 
could impact the direct comparison of the results. 

 

 
Fig. 7. The suggested CNN’s confusion matrix, with the normal class 

marked by 0 and the infected class denoted by 1. 

TABLE V. DISPLAYS THE RESULTS OF PREVIOUS STUDIES COMPARED TO THE PROPOSED MODEL 

Ref. Year Aim AI type Results 

Mathew et al. [12] 2015 Bleeding detection k-Nearest Neighbour 
(k-NN) classifier 

Accuracy 96.38% 

Coelho et al. [16] 2018 
Recognize and segment red lesions within the 

small intestine 
U-Net Accuracy rate of 95.88% 

Mamun et al. [15] 2021 Detection of small intestinal hemorrhage 
Quadratic Support 
Vector Machine 

(QSVM) 
Accuracy 95.8% 

Sreejesh [18] 2023 Bleeding frame and region automatic detection SVM Accuracy 95.75% AUC 0.9771 

Nakada et al. [23] 2023 
Utilize RetinaNet to diagnose erosions and ulcers, 

vascular lesions, and tumours in WCE imaging 
Deep neural network 

The mean accuracies for Erosions and 
ulcers: 93%; Vascular lesions 96%; 
Tumours: 92% 

Chu et al. [24] 2023 
Utilize CNN segmentation method for 

angiodysplasias detection 
Resnet-50 Pixel accuracy of 99% 

Sahafi et al. [25] 2024 Polypoid lesion identification in WCE images YOLO-V8 Network Precision: 98%, Recall: 97.9%. 

Al-Ali et al. [26] 2024 
Detect lesions in colonoscopy videos for Ulcerative 

colitis severity assessment 
Linear models in 

color spaces 

92.29 ± 0.443% specificity; 88.59 ± 
2.984% sensitivity for bleeding 
detection and 58.22 ± 0.393% 
specificity; 81.68 ± 4.173% sensitivity 
for ulcer detection. 

Proposed (Case 1) 2024 Bleeding detection CNN Accuracy rate 98.5% 

Proposed (Case 2) 2024 Bleeding detection CNN Accuracy rate 99.4% 
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VI. CONCLUSION 

Our research focused on developing and evaluating a 
convolutional neural network model to automatically 
examine Wireless Capsule Endoscope (WCE) images and 
identify small intestine bleeding. With a dataset of 892 
WCE images, the trained CNN model achieved excellent 
results. It exhibited macro-average precision, recall, and 
F1-Score values of 0.98611, 0.98438, and 0.98502 for 
Case 1, while it showed 0.99474, 0.99412, and 0.99440 
for Case 2, respectively, indicating its big ability to detect 
bleeding. Furthermore, compared to previous studies with 
accuracies of 0.98507 for Case 1 and 0.99441 for Case 2, 
our model demonstrated superior performance. The video 
used in the process of testing the proposed hardware 
CNN model is 12 s and has 56 images. The system has 
classified all the images correctly (11 normal and 45 
abnormal). By implementing this CNN model, diagnostic 
accuracy in capsule endoscopy can be enhanced, saving 
time, reducing workload, and minimizing human errors 
for physicians. This automation enables early detection, 
appropriate management, and improved patient outcomes 
in cases of small bowel bleeding. In the future, 
researchers will benefit from conducting thorough studies 
with bigger and more different data sets. It is important to 
investigate how this automated analysis tool may be 
integrated with medical professionals’ expertise and 
experience. 
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